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Abstract. We first consider the three independent functions that describe the linear response
to external perturbations ofr@on-interactingstrongly magnetized electron gas. These functions
are needed to build thimteracting response to an external perturbation, even if it is purely
scalar. The interacting response function is obtained in the local density approximation for the
exchange and correlation energy functiom&t(n, w). It is singular when the non-interacting
Fermi level coincides with a Landau band edge. In addition, the numerical study of the effective
local-field factor shows that the response function can also have poles in a region of densities
and magnetic fields approximately defined by:> 3.5 and 03 > B/Bp > 0.1, whereBy is

the reference magnetic field (1 atomic usit2.35 x 10° Gauss). Outside this region, we use

the linear response theory applied to a model electron—ion interaction for an estimate of the
equation of state of solid aluminium in the presence of strong magnetic fields Bp=taBo.

The densities are in the range 0.8-1.5 times the normal density. The results show the importance
of the changes induced by the magnetic field, in particular those associated with the localization
of the charge density.

1. Introduction

The study of the structure of electronic systems in the presence of strong magnetic fields is a
fast-developing area of atomic and solid-state physics. Its applications are no longer limited
to astrophysics [1]. As the output of magnetic-field generators is increasing rapidly and
is now reaching the range of 100 Tesla for non-destructive devices, many experiments are
planned in several areas of condensed-matter physics [2]. If explosively driven implosion
devices are considered, fields as high as 1400 Tesla are presently obtained [3]. These field
values are those for which the electronic structure starts being affected in a non-trivial way
[4]. From the theoretical point of view, the interplay between electron—electron interaction
and magnetic effects is a very challenging problem. For this reason much study of free
atoms in strong magnetic fields is presently being carried out. After the statistical approaches
initiated in the seventies [5-15], the full self-consistent field problem is now being addressed.
Hydrogen [16—-34] and helium [16, 24, 35, 36] have been treated first, for instance in the
Hartree—Fock (HF) approximation. More complex systems have been investigated [37],
including H™ in excited states [38], molecules [39-42] and even atomic chains [43, 44]. Few
heavier atoms, such as Li [45], C [43,45] and Fe [43], have been calculated. In condensed
matter, attention has been paid first to two-dimensional (2D) systems, in the context of the
guantum hall effect [46] and for application to nanostructure design [47,48]. Now three-
dimensional (3D) systems are being investigated actively and this interest will increase in
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relation with the ‘Dirac campaign’ [2]. Another potential application of 3D studies concerns
the Z-pinches experiments [49]. The numerical simulation of these experiments requires
data on the equation of state and electrical conductivity, taking into account the effect of
the magnetic field. The theoretical approach of condensed matter in the presence of strong
fields is far more complex than the already difficult study of localized systems. The well
established framework of HF theory is no use in these systems. The density functional
theory (DFT), very popular in electronic structure calculations of condensed matter, has
been extended to the magnetic case [50]. In the current-DFT (CDFT), the paramagnetic
current becomes a second fundamental quantity [51]. But so far, the intensive numerical
calculations that are necessary to give strong support to this theory are still lacking.

In this paper, we deal with the use of CDFT in simple delocalized condensed-matter
systems. Our aim is to treat the effect of a weak scalar potential perturbation in a strongly
magnetized electron gas (SMEG). The linear response theory of the SMEG is first reviewed.
Because the exchange and correlation effects contribute not only to the scalar potential, but
also to the vector potential, three response functions are involved. In section 2, we replace
the linear-response theory in the context of the CDFT, recall results already published for two
of the non-interacting response functions and give the expression of a third which gives the
relation of the induced current with the perturbing vector potential. The local approximation
of these response functions is also discussed. The limiting forms of the full response for long
and short wavelengths are given in section 3. Section 4 deals with including exchange and
correlation effects in the response functions, thus defining the effective local-field factor.
Section 5 is devoted to numerical applications. First, the local-field factor is computed
numerically, in a rather large domain of densities and magnetic-field intensities, and it
is shown that it can induce singularities in the interacting response function. Second, the
equation of state of metallic aluminium in the presence of strong magnetic fields is calculated
and discussed.

2. Current density functional theory and linear response functions

2.1. General theory

The CDFT of Vignale and Rasolt [51] is a very convenient starting point for the analysis of

the response of a SMEG to external perturbations. Although the linear response functions of

the SMEG can be defined in standard second-order perturbation theory, we find it easier to

introduce the local-field corrections (LFC) in the framework of CDFT. As will be seen later

in this paper, a very compact expression of the LFC is obtained using the CDFT formalism.
The most important result of the CDFT is that the total energy of an electronic system,

in the presence of an external scalar poteritigi(r) and an external vector potentidl(r),

can be written:

2
E[n(r), §,(m] = T,[n(r), j,(m] + Eg[n(r)] + f n(r) [vext(r) + zemAz(r)} or

te f Gy1) - A@) r + Edn(r), §, )], @.1)

In this expressiong is the electron chargey its mass,T; is the noninteracting ‘pseudo’
kinetic energy (corresponding to the sum of the operatdr$/2mV?), Ey is the Coulomb
electron—electron interaction energy afig the exchange and correlation (xc) energy. The
charge density is(r), andj,(r) is the paramagnetic (orbital) current. The applied magnetic
field is B = V A A. In this work, we neglect for simplicity the LaBdmagnetic moment
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factor ¢ which could be taken into account without special difficulty. The physical total
currentJ is:

J(r) = j,(r) + %n(r)A(r). 2.2)
It is useful to introduce the new variable:
u(r) = Ip(r) (2.3)
n(r)

n(r) and u(r) are independent quantities. A second result of the theory is to show that,
for gauge invariance constraint,; depends ons(r) through the variabl&/ A w(r) only.
This will be exploited in the treatment of xc effects.

The Euler—-Kohn-Sham equations of the CDFT are obtained in writing the stationarity
condition of the total energy for variations afr) and uw(r). They have been already
discussed at length in the original work [51] and are not reproduced here.

Now we consider the case of a uniform system with densjtyn the absence of an
external scalar potentidVex: = 0). In this case, the physical curredt vanishes, so that
the paramagnetic current igipo(r) = — - nA(r), or ug(r) = — . A(r). A weak scalar
perturbing potentiad Ve () is then applied. It induces a charge densityr) which screens
the perturbation so that the total scalar potential becaiwds) (§V does not include xc).
Simultaneously, the vector potential is also perturbed and becohies+ §A(r). The
linear changes$n anddwu, are obtained by linearizing the Euler equations:

(Sy + Suc)dn + (Us + Uyo)'$u+ 8V =0 (2.4)
(Us + Uxe)*0n + ([M] + [MycDdu +ens A =0 (2.5)
where the following notations have been used:

_ 8T[n(r), u(r)] _ S Ex[n(r), u(r)] 2.6)
T sn(men(r) | T sn(ryne) |, '
2 2
0 Lln(r). ]| cA()S(r — 1) U= Exc[n(r), u(r)] 2.7)
su(r)sn(r’) |, Su(r)dn(r’) o
2 2
(M.] = 8 (STs[n(r), u(/r)] My = 8%Exc[n(r), U/('r)] . 2.8)
u(r)du(r’) | du(r)du(r’) |

Equations (2.4) and (2.5) contain implicit convolution products in real space. The superscript
¢t indicates transposition and the complex conjugate. In the following, we will use the
superscript+ for the composed operatia (adjoint). The internal produck - v is thus
alsou’v. In the following derivations, we use matrix notation preferably to tensor notation.
We note that the perturbatiohA does not appear in the first equation. Notatign
means that the derivatives are taken for the uniform reference system. The Hamiltonian for
this system contains the vector potenti(r) that is not translationally invariant. But a
change of coordinates is equivalent to a gauge change. Therefore, any funétienal)
associated with a physical quantity of the SMEG that is invariant in a gauge change is
invariant in a translation. Its Fourier transform depends on @nector only. This is
the case, in particular, for the response functions of the magnetized electron gas, which
expresses the densify: and the currenJ in terms of the perturbationsV ands A.

2.2. Non-interacting case

Let us first consider the non-interacting cagg, = 0. The response functions are obtained
in reciprocal space, with the help of equations (2.4) and (2.5).
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The density/scalar potential responsgg (scalar) is:

1
= -8, + U!'[M,]*U?. (2.9)
XnV
The current/scalar potential respongg, (vector) is:
Xav = —nxuv [M] MUY (2.10)
The current/vector potential respongg li] (matrix) is:
1 en
[xs4] = e—[x5v x5v] — — (ma[M] 7 = [I]). (2.11)
XnV m

Equations (2.9)—(2.11) show that the simultaneous knowledggafy ;v and [xs4] makes
it possible to determing,, U, and M,] 1. Therefore, the functiond, to the second order
in én andsw is entirely determined by these three response functions. The energy expression
involves M;]: this means that, in practice, one must invert the matvix]f* obtained from
equation (2.11). The inversion can be performed analytically because the structure of
and [xsa] is very special, as will be seen below.
Finally, the density/vector potential response functign can be expressed in terms of
the previous ones and is thus redundant.

2.3. Structure of the response functions

The response functions have been calculated using standard second-order perturbation theory
for non-degenerate states. In particulgyy has been extensively studied in the literature
[53-56] and the numerical problems related to its computation are known [57]. We
summarize here a few basic results in order to define notations that will be used in the
following paragraphs.

The magnetic length is the important length scale in physical space. It is defined as:

A= (2.12)
maw

and depends on the cyclotron frequeney= ¢B/m. The reduced matrix elements needed
in all the response functions are:

M=N"TNI 1 1
kyn(s) = (\2) il exp(—4s2) L%iN <2s2> (2.13)

where N(M) is a Landau band index. Equation (2.13) is validMf< M and must be
supplemented with:

kpun (8) = (=DM Ny p(s)

whenM < N. In the previous formulad,,%(x) is the Laguerre polynomial defined in [58].
Two other functions must also be introduced. They are:

1 |—yn)?=ys
G ="In|—— M 2.14
R @19
1
Hun (@) = tj[—ZYN + (N — M)Gyn ()] (2.15)

with:

V2 =2 (}_l’:) - (N + ;)) (2.16)
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whereu is the non-interacting Fermi energy. The uniform density of the unperturbed system
can be expressed in terms of the quantitigs

1
n=_—5 ; fnyn (2.17)

where fy = 1 if the Landau band of inde¥ contains electrons and O if it is empty (in the
latter caseyy would be imaginary). Let us give the expressions of the response functions.

2.3.1. The density/scalar potential response functiofhe function can be written [52, 59]:

1
n = 7_1( )\., 7)\. 21&
v = g K @1k, g:0) (2.189)
whereg, andg, are the components @f parallel and perpendicular tB respectively, and:

K(s,t) = ZZkaMN(S)kMN(S)GMN(l)- (2.1%)
M N

From the definition of Gy (z), one sees that this response function has singularities for the
values oft = ¢, such that:

t =dyy £ yu and t=xyyv Fym

provided thaty,, is real, i.e. forM < N. The integral of Gy (¢) in the vicinity of the
singularities is convergent.

2.3.2. Current/scalar potential response vectofhis has already been studied by
Skudlarski and Vignale [52]. Here we write it in a different, but rigorously equivalent,
form:

h . q
Xav = ——Xxav X(qLA, @)1= Ne, (2.1%)
mA q.1

with:

X(s,1) =

KG.1) ;;kaMN(S)pMN(S)GMN(t) (2.1%)

N+1 N
pPun(s) = \/TkM,NH(S) - \/;kM,N—l(S) (2.1%)

It can be checked that - §J(q) = q - xsv(q)§V(¢q) = 0, a necessary requirement for the
conservation of the physical current.

2.3.3. Current/vector potential response matriXObtaining the expression to this matrix is
slightly more complicated. To our knowledge it has not been published so far, at least in a
form similar to the previous two response functions. This expression is:

3 2
[xsal =e (m) Xnv[Y (qLh, q:1)[O02] + Z(gLA, q:1)[Ps]] (2.209)
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where the matricesd,] and [P3] are:

2
qdy qyqx
(‘u> B q1 0
[O ] - x4y x
ATene (1) o
0 0 0
\2 0 (2.20)
(o o
2
— 2 q:4y
[P3] = 0 (%) - q22
()
The functionsY and Z are defined as:
1
Y(s,t) = Z Z Inlpun(s) — tun O pun () + tyn (9)]IGun (1) (2.20@)
K(s,t) T
26 = S A et 6 Harn (1) (2.20)
s, 1) = K(s. 1) ~e N s MNS)IyN(S)PAMN .

N+1 N 1
tun(s) =/ T+kM,N+1(S) + \/;kM,N—l(S) + QSkMN(S)~ (2.20)

The condition for conservation of the physical currgnt][xs4]8A(q) = 0 is fulfilled. In
addition,8J is gauge invariant: i A is changed téd A+ VA, with A an arbitrary function,
any of the components @tJ vanishes.

For obtaining an explicit form ofNl,] that can be used directly in the calculation of the
kinetic energy, one starts from equation (2.11) which, with the help of equationsaf2.19
and (2.2@), can be written:

mn[M;]™" = [I] + C[(—X? + Y)[Oz] + Z[P3]] (2.21)
with:
m (O
C=—— () K- (2.22)
n \mAa

In the previous equations, the dependencg,@f X, Y andZ ong, 2 andg,A has been
omitted for the sake of simplicity. Now we introduce the mati®gJ:

1- (q*‘>2 — Dl — 44
q q q
2
— x4y _ (% __ %=
[Os=| %2 1 (q) - (2.23)
4x9- 4y9: 9z
o 1=(%)

that fulfils the relations:
4°[0s] — ¢°[P3] —4%[02] =0 (2.23)

where D3] and [P3] are defined by equation (2.BD [O;] and [O3] are nilpotent and their
product satisfies:

[O3][O2] = [O2][O3] = [O2]. (2.24)
Using equations (2.23) and (2.24), equation (2.21) can be inverted to give:
1 _ 1 C(X2—Y + Z(q./9)?) cz
M = i ez — e =y + 22 02 T 15 020 (229



Linear response of an electron gas 6851

2.4. Local approximation of the kinetic energy

After Landau’s work [60], the solutions of the Séiinger equation for a free electron in a
magnetic field are well known. From the eigenvalues, one deduces the explicit expression
of the energy density for the uniform non-interacting electron gas in a magnetic field:

1 _ /1
e_y(n, (U) = mha) <3S30 + 2511) (226)
where use has been made of the simplifying notations:

Spg =D fnON"(N +3)° (2.27)
N

with yy defined in equation (2.16). The kinetic component of the total energy associated
with equation (2.26) is given by:

Ti[n, uo(r)] = /‘e‘v(n, o) & + % /nué(r) d®r. (2.28)

In a homogeneous system, the local approximation amounts to using this expression
with the local values of the density and the current defined in every poih this local
approximation, the kinetic energy is thus:

Tsl[n(r), u(r)] = /es (n(r), w(r)) dr + % /n(r)uz(r) d*r (2.29)
with w(7) defined by:

w(r) = |V x u(r)|. (2.30)
In the uniform casep = |V x ug(r)| = <E. It is possible, in the local approximation, to

m

calculate explicitly all the derivatives defined in equations (2.6)—(2.8). In the following, all
the derivatives are taken with respect to the two independent variatdesl ». For the
partial derivatives, the variable held fixed is not indicated. One finds:

92e,(n, ) _ ol

st= == 2.31a
s on? on ( )

92e,(n, ) 2.3~ 1
— " =\ hw—-. 2.31b
8n2 d wS_lo ( )

The vectorUsl is, in reciprocal space:

8%es(n, ) .
1o Dok, o (2.32)
onow

9%e,(n, _S_11—8S

¢ @) _ p5-11= S0 (2.3%)
ondw S—lO

The matrix M?] involves first and second derivatives with respectto
92e,(n, w 10e,(n,w 1 /0es(n, w)
MY = mafl] + (Lo @) 20O 21 (06 ON) a0 (2.33)
ow w dw w dw
Using equation (2.26), one gets:
dey(n, w) h 1
— _ 2.
5% 23 <511 3531> (2.349)
d%es(n,w) R 1 [(5—11 — S10)?

= — 2811 - S_ . 2.
[T sy - s (2.34)
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Inverting equation (2.33) with the help of equations (2.21) and (2.25), one obtains:

: 9 d2e; (n, 1 de,(n, -
IMY2U = ig A ezi mn + 9% (n, ) 2 1de(n o) 2 (2.35)
dw dw? ® do F
and, with the definition in equation (2.9):
-1
1 ou 5 (o 2 8%e,(n, w) 5 1loes(n,w) 5

S el s = = 2.36

Xav (3n )w T (360 i+ g2 + o o = (2.36)

Equations (2.35) and (2.36), together with equation (2.10), lead straightforwardly to the
expression ofy}, . All the expressions shown above are more than low-order expansions,
they are exact expressions in the framework of the local-density approximation.

3. Response functions in limiting cases

The behaviour of the response functions in the limits of small and larigethe basis for
defining approximate kinetic-energy functionals. We present in this section some results for
these limits and, as an example, derive a functional generalizing the gradient expansion,
well known in the absence of a magnetic field.

3.1. Smallg limit

Starting with the expansion dfy v (s), equation (2.13), for smail and using the expansion
of the functions Gy () and Hyy(¢), equations (2.14) and (2.15), for smallone obtains
the behaviour of the response functions §arandg, going to zero.

The limit of x,y(q) is:

Xnv(0) = _%S—lo =— (gZ)w (3.1)
Comparing with equation (2.36), one sees that:
Xnv (0) = ¥y (0). (3.2)
To first order ing?, one obtains:
Xnv (@) = xuv(0) + ;— (61i(511 — S10) — 1612530) : (3.3)
72\ hw 127

Equation (3.1) contains the suSi ;o of the inverses of the quantitiesy. If it happens
that the non-interacting Fermi energy is located just on the edge of the Landau band
of index N, (i.e. yy, = 0), then the response functiop,y (0) goes to infinity. This
means that, under these particular conditions, the wavefunction for the system perturbed
by §V cannot be constructed as an expansion in unperturbed wavefunctions. Although the
degeneracy of electron states in they-plane is removed by the electronic motion in the
z-direction (parallel to the magnetic field), the number of states per unit energy near the
Fermi level, which is proportional to/¥y, , becomes infinite and causes the divergence of
the perturbation series.

For xsv, the smallg behaviour, as deduced from equation (2)19s:

h 1
 mA 2230w

= _i <8M> XnV(O)iq/\ €z (34b)

XJv (8-11— SlO)(QN»)iqi Ae; (3.4a)
1

w
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which shows that, to the lowest order 4n

XJv = X}v- (35)
We also deduce the limiting form of the functidf(s, r), equation (2.18):
X(s,0)  1fop\ 1
P (30’>n = S_lo(Sfll S10). (3.6)
The study of the functions appearing igy[4] indicates that, for smaly:
Y(s,1) 1
=———@2S1n—-S5_ 3.7
32 S—lo( 11 12) (3.7)
Z(s,t) 1 1
———=——|=53%—S11)- 3.8
§2 + 12 S_10 (3 30 ll) (3.8)

Going back to equation (2.25), one finds the expressiomgf {o the orderg? inclusively:
1
M =11 +C(X? = Y)[0;] — CZ[P3)]. (3.9

Using equations (3.6)—(3.9), one establishes that thedoimit of [ M,] is identical
to the expression of its counterpart calculated in the local approximation, as given in
equation (2.33):

[M] = [M].

Thus the important result of this paragraph is thathe lowest order in gthe three quantities

S, Uy and ﬂ\/l}] —mn([l], defined in chapter 2 in terms of the exact functiofigh (), u(r)],

are identical to the similar quantities obtained with the local functid@itét (r), u(r)]. One

can check that equation (3.3), which gives the expression for the response fungtiafn

for small ¢ goes correctly to the corresponding expression, deduced from the Lindhard
response function, when the magnetic fi@dsanishes.

3.2. Largegq limit

The complete mathematical study of the largéoehaviour of the response functions is
rather complicated in the present formulation. This study is easier when done using the
integral form of the response function [54]. However, instead of introducing the latter now
(which is not well suited for numerical calculations) it would be easier to use a more direct
procedure which takes advantage of analogies between the limits forJaagel for the
vanishing magnetic field.

The expressions of the response functions given in section 2 show that their dependence
on g occurs always through the dimensionless variaBles ¢, A andt = g,» (A is
proportional to/B). The asymptotic form for large is thus related to the asymptotic
form for B going to zero. In those cases where the limit ®r= 0 is finite, it gives
the behaviour for largeg. This analogy is helpful for,,y and xy4 (or [M;]), but not for
xJv Which vanishes identically foB = 0. We illustrate these analogies in the following
paragraph.

Let us consider firsk,y. Expanding the magnetic response, equation &,18r large
s =q, ) andt = g,A gives:

dm n qJZ_
(@) = —— — <1—
h? ¢?

1
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wherey is a coefficient which does not depend ©n The next terms in the expansion are
of orderg_®. In the limitw — 0O, it can be shown that:

42 [ \%2
S = 3 3.11
=5 (m) (3.11)
so that, in this limit:
4dm n k2
Xnv (@) = —hq? |:<1 ql) + @ + - :| (3.12)

To orderq;“, this last expansion is equivalent to the Lindhard functjgrig), the well
known response aB = 0. When the fieldB is finite, one can write, for large:

dm n 1 q>
Xav (@) = 2 + ?5 <a) q;) (3.13)
where$ is a function whose more precise definition is useless here.

The response functiopyy is identically zero forB = 0 because a scalar potential does
not induce currents in the non-magnetized case. The expansion that can be derived starting
from equation (2.18) must be consistent with this limit. Expanding for largethe leading
term is found to be:

xav(g) = Ai—n;wniglg Ae, (3.14)
h q° q
which vanishes foB = 0, as expected.
We come now to the behaviour d¥i[] for largeq. In the limit B = 0, the current/vector
potential response function is known [61]:

mn[M,]"L=[I] - F <q> [O3] (3.153)
2%k
with:
31-y)% |14y
F(y) = f(y +1 - % In 1_y‘. (3.1%)

The expansion of for y infinite is: 1— %y‘z. We will show that this limit can be
found from the general expression &fJ], equation (2.25). For large equations (2.19),
(2.2C@c) and (2.2@) give:

N
X(s,t)z_m (3.16)
s2
Y =—— A7
(s,) 4 (3.17)
2 2
Zs.t) =—" :t (3.18)
4k2
1 zZ=--f£ A
+C 542 (3.19)
With these expressions in equation (2.25):
—[M] =111 +5 O 3.20a)
Lm=m+s(,L ) tos (3200

or, to orderq‘2 inclusively:

M = 10 - (1= 532 104 (3.20)
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which agrees with the large limit of equation (3.18).

The results of this study of the response functions limits for small and larggn be
applied to the definition of approximate kinetic-energy functionals which generalize the well
known approximations for the zero field [62] to the case of finite magnetic fields. These
approximate functionals are: (i) the gradient expansion functional and (ii) the Thomas—
Fermi—Von Weizacker functional. As an illustration, we derive in the following section the
gradient-expansion functional in the presence of a magnetic field.

3.3. Gradient expansion

In the absence of a magnetic field, this approximation consists in using as the kinetic-energy
functional the local functional supplemented by a correction which, when linearized with
respect to the densityn(r), gives the correct term of order in the linear response. For

zero field, the local functional is given by the Thomas—Fermi approximatior(r), 0):

3 2 2/3E2 5/3
es(n(r), 0 = —Br)7°—(n(r)) (3.21)
10 m
and the correction is:
_ R |Va(m)?
Ses(n(r),0) = o n(r) (3.22)

When a magnetic field is applied, the local functional gives the exact behaviagyr tof

the orderg®, of U, to the orderg® (the term ing? does not exist) and oM;] to the order

g®. Therefore, the only additional correction required to have the exact expansion of the
full functional to the ordey? comes from they? term in S;. The corresponding correction,

derived from the response functions, is:

Ses(n, ) = 38n(q)(Ss(q) — S1(q))28n(q) (3.23)

where the subscript 2 means that only the terms of the grtién the difference are kept.
This correction is obtained from the difference of the inverses of the response functions
xnv. Finally, in the gradient expansion approximation, the kinetic energy is:

T [n(r), u(r)] = /es(n(r), () dr + % /n(r)uz(r) d®r + / Ses(n(r), w(r)) dr

(3.24)
R |Vin(mP? 7 |Von(r)[?
des(n(r), w(r)) = Ea(n(r)’ w(r))W - mﬁ(n(r), w(r))W (3.2%0)
1
a(n, w) = m(bln — 810511 (3.250)
1
B(n, ) = ms—soslo- (3.2%)

The functionsae and 8 are calculated with the local values ferandw. This functional is
defined for any index of the highest populated Landau band. It is not restricted to the first
band (N = 0), as is the case for the functional proposed by Tomishima and Shinjo [11].
Finally, even in the cas®& = 0, it does not reduce to the form given by these authors who
also expanded,(n(r), w(r)) to the second order iNw(r).

In relation with the singularities of the sung,,, for negative values op, when the
Fermi level coincides exactly with a band edge, use of the functional in equation (3.24) can
lead to difficulties if there are points in space where these sums go locally to infinity. In
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such casesy(n(r), w(r)) remains finite bu(n(r), w(r)) diverges like Yyy,, N, being
the index of the first empty band.

4. Effective local-field factor

We consider now an electron gas of average densityn the presence of a uniform
magnetic fieldB, perturbed by an external scalar potential. The external vector potential is
unperturbed. Such a system may be viewed as a model for an ion embedded in a magnetized
electron gas. It can be treated by an extension to the magnetic case of the pseudo or model
potential method commonly applied to the calculation of bulk properties of simple metals
such as, for instance, their equation of state.

Equations (2.4) and (2.5) withA = 0 are the starting point of the method. Eliminating
the current, one arrives at:

(Ss + Sxe)dn — (Uy + UL) (IM,] + [MLD) (U, + UL)*sn + 8V = 0. (4.1)

Introducing the non-interacting response function given in equation (2.9), one can write:

(_ !y Q(q)) 8n=—38V (4.2)
XnV
with:
0(q) = 0.(q@) + 0u(q) (4.39)
0,(q) = Sxc(q@) (433)

0.(¢) = U!'[M]"U! — (U, + UL (M,] + ML) YU, + UL*. (4.%)

In the interacting case, the response function which relates the dénstty the external
scalar potentiaVey; is:

Xnv () .
1- (% +0@) xv(@

Q(q) is the effective local-field factor, entirely defined by the exchange and correlation
energy functionalE«[n(r), u(r)]. In the absence of a magnetic field, the component
Q.(q) is zero. If a local approximatiortz), is used forEy;, Q.(qg) is a constant, it
does not depend op and is simply given by the second derivative g}, with respect to
the density, calculated for the uniform densityIf a non-local approximation is used, then
Q. depends explicitly org.

The behaviour of the response function defined in equation (4.4), wherdiverges
because the non-interacting Fermi level coincides with a Landau band edge, is:

Xnv (@) = (4.4)

Xnv (@) % T o@
Since Q is negative, there exist values of the veciofor which ¥,y (q) is singular. The
singularity stems from the fact that the interacting response function cannot be constructed,
in these cases, from the non-interacting response function [52]. The correlations play a
dominant role: they modify the Landau bands population and avoid the fact that any one
can contain an infinitesimal number of electrons [59, 63].

In case the highest populated band contains a finite number of electrons, other
mechanisms can induce poles in the interacting response function. They will be discussed
in section 5.1.
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For finite magnetic fields, little information is available on the electron-gas exchange
and correlation energy. So far, the only known estimate has been published by Skudlarski
and Vignale [59]. These authors have calculated the changg (n, w) = EL.(n, w) —
ELl.(n,0) in the random phase approximation (RPA), in the non-polarized Gase 0).

This approximation is asymptotically exact at high density, when the density parameter
ry(4mrin/3 = 1) verifies:

1/3
rs <min| 1; _i — } .
ho 2

Nevertheless, it is admitted that the RPA is a reasonable approximation at zero magnetic
field, for larger values ofy, in the metallic regime. To obtain the total exchange and
correlation energy, one can add AdEL (n, w) the B = 0 contributionEL.(n, 0) calculated

in the most accurate approximation available. One must then use the local density
approximation:

Ex.(n(r), u(r)) = / ek (n(r), w(r)) d. (4.5)
We calculate nowQ(q) explicitly. From equations (2.10) and (24)9 one obtains:
h
Us =—— XIMJi L ne, (4.6)
‘ mni q1

where, for the sake of clarity, the arguments of the funciap, r) have been omitted. The
local xc contribution can be calculated in analogy with the derivation of the local kinetic
functional:

2,1

d%e
Ul — XC .. 4.7
Xc anawlqu 4.7

The matrix M,] is obtained starting from equation (2.25). It is written as:
[M,] = mn[l] + Ryq?[O7] + W,q?[O3] (4.8)

and for ML], one applies the relations found in the local approximation (see
equation (2.33)):

[Mye] = Ryea?[02] + Wieg?[O3] (4.9)
with:
92l 1 9el
1 XC XC
= - = 4.108
X 9w w dw ( )
1 9et
o= (4.10)
Adding these two matrices gives:
[M,] = [M] + [My] = mn[l] + Rig7[Oz] + W,q?[O3] (4.11)
with R, = R, + RL, and W, = W, + WL. The inverse of {1,] is:
1 1
M]t= (1] - R:g%[O
[M;] mn[] (mn + Wtqz)(mn i thi n W;qz) zQJ_[ 2]
1
Wiq?[O3]. (4.12)

" mn(mn + W:q?)
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A straightforward derivation leads to:

_ a2,1 2
h_X(mn+ Ryq? + W,q?) + mgﬁ)

mni

Us + Ug)' M HU, + Ug)* = (

4.13
mn + R,q? + W,q? ( )
and similarly, for the kinetic contribution alone:
t -1 * E ? 2 2
(Us) [Ms] (Us) = mx (mn + RJQJ_ + qu ) (414)

Finally, the current contribution to the effective local-field factor is:

7 2,1 72
[LX(mn + Ryq% + Wiq®) + mgﬁ]

mni

7 2
0.(q) = (mX) (mn + Ryq% + Wyq®) —

ni mn + R,q% + W,q?

(4.15)
which vanishes ik}, does not depend om.

5. Applications

We have performed two types of applications of the previous study. First, the effective local-
field factor has been systematically computed for densities in the metallic radge £ 5

and magnetic fields & B/By < 1, whereBy is the reference field (1 atomic unit of field

is 235 x 10° Gauss). Then, we have applied the linear-response theory to the calculation
of the equation of state of metallic aluminium in the presence of a magnetic field, in the
domain of densities where the use of a standard weak model potential with valénred

is possible.

5.1. Numerical study of the effective local-field factor

The local-field factorQ,(q) defined in equation (4.15) has been calculated as a function of
the variableg;; andg, in the rangegyA < 10. The angl® betweeng and thez-axis (in the
direction of B) has been sampled in 54 values from OrtoFor a simpler graphical display

of the results, we have calculated the angular average:

(Qu(@) = L /0 0u(q) sing db.

Figure 1 shows the variations ¢, (q)) for r, = 4 and for field valuesB/By = 0.1, 0.2,
0.3, 0.5 and 1. For all these fields, only the first Landau b@hd= 0) is populated. One
sees that:

(1) The variations with respect tp\ for a fixed B are not monotonoug;Q,(q)) tends
towards a constant limit for large values gf.

(2) The variations with respect tB for a fixedgA are not monotonous.

(3) The sign is not constant. The papt, of the local-field factor associated with the
density change of the xc potential is always negative, but this is not tru@ fa).

The accidents on the curves, particularly ®fBy, = 0.2, are due to the logarithmic
singularities of the function ¢y (r) mentioned in section 2.3 (here fof = N = 0). We
will return to this point later.

The influence of the density is illustrated by movingito= 2. The variations of
(Q.(q)) for five values of the fieldB/By = 0.1, 0.2, 0.3, 0.5 and 1 are displayed in
figure 2. Now, the index of the band containing the Fermi level is no longer always the
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<Qua) >

Figure 1. Current contribution to the local field factor, averaged over the angle betieand
g, as a function ofyA» (A is the magnetic length) for several values of the magnetic field (0.1,

0.2, 0.3, 0.5 and 1, in units d#). Density: ry = 4.

<Qy(@) >
|

| l
2 4 6 8q}\

Figure 2. Current contribution to the local field factor, averaged over the angle bet¥eamnd
q, as a function ofyA (1 is the magnetic length) for several values of the magnetic field (0.1,

0.2, 0.3, 0.5 and 1, in units ddy). Density: ry = 2.
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Table 1. The value (independent qf) of the density contributiorQ, to the local field factor,
and the asymptotic value of the current contributiOn (averaged over the angle betwe&h
andgq) to the local field factor, for various values of the density parametand of the magnetic

field B.

Is B/Bo On (Qu(q)

2 0.1 —-3.62 0.095
0.2 —3.26 0.842
0.3 —-3.70 -0.121
0.5 —-3.59 0.379
1.0 —3.75 —-0.628

4 01 —1443 4248
0.2 -16.39 —4.46
0.3 —-14.89 -0.41
0.5 —13.30 +4.86
1.0 —-13.20 +8.09

same. This index iv = 0 for B/By = 1 and 0.5,N = 1 for B/By = 0.3 and 0.2 and
N = 4 for B/By = 0.1. We see that, for this density, several extrema in the variations of
(Q.(q)) as a function ofjA may exist.

In order to compare the relative importance of the two contributi@psand Q,, to the
local field factor, in table 1 we give the value (independentpfof Q, and the quasi-
asymptotic value ofQ,(q)) (for g» = 10).

The interacting response function to be used in the calculation of the induced density
is x.v(q), as defined in equation (4.4), with(q) calculated in the local approximation of
E,c, as shown above. We have found that this response function may have, for particular
values of the parameters, one or several poles. Such a situation does not occur in the
absence of a magnetic field. In order to understand the origin of these poles, let us consider
the denominator oK,y (¢) that can be written:

Vil 4

It has been seen th@, can be negative and therefore enhance the effe@,of In
addition, there are values gf for which |, v ()| has a logarithmic singularity and becomes
infinite. If 47 /% + Q(q) is also negative in the neighbourhood of the singularity, then the
denominator can vanish. Figure 3 shows the variationgpf(q)) (the average is over the
angle ofq) for r;, = 4 and four values of the magnetic fieRl/By = 0.1, 0.2, 0.5 and 1.

For B/By = 0.2, poles ofX,y(q) do exist, which give rise to the spikes that are seen in
figure 3.

The systematic search for poles Bfy (), as functions ofr,, B, g and g, is quite

intricate. We have found that the domain where poles do exist is approximately bound by:

re > 3.50 and 03> B/Bp > 0.1.

The values of; involved are in general in the range=3g > 1. Figure 4 corresponding
to r;, = 2 shows that there is no pole in this case. It seems that the Fermi level is always
in the first Landau bandV = 0) when a pole appears.

The existence of values qf for which the densityn(q) becomes infinite (which would
imply collective density oscillations in space) is likely a non-physical consequence of the
approximations made. Several causes may be invoked.

(1) The accuracy of the numerical fit @, in the strong-field regime (bottom of the
first Landau band) and in particular the variation likgrddiscussed by Skudlarski and
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< Apv > x10%
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Figure 3. Density/scalar potential interacting response function, averaged over the angle between
B andgq, as a function ofyA () is the magnetic length) for several values of the magnetic field
(0.1, 0.2, 0.5 and 1, in units ddy). Density: ry = 4.

Vignale [59]. Any inaccuracy inEx. can produce much larger inaccuracies in the second
derivatives which enter the local-field factor.

(2) The RPA approximation foE>..

(3) The use of the local approximation fa,., which discards any-dependence of
the derivatives with respect to density and current, although the local approximation is in
principle good for strong magnetic fields (short magnetic lengjhs

(4) The omission of spin polarization because the polarized versiofilofis not
available.

In conclusion, the numerical results show that the use of the linear response method
in conjunction with the xc local-density approximation cannot be considered as reliable for
density parameters, > 3.50. The true origin of the problem remains to be understood.

Also, it would be useful to know whether this drawback could be overcome with a better
knowledge ofEc.

5.2. Equation of state of aluminium

We now present results for the total energy and pressure of an aluminium atom, in a domain
of densities where linear response theory can be applied together with a local model potential
for electron—ion interaction. The aluminium atom is here embedded in a jellium without
accounting for the periodic structure of the lattice which leads, in the presence of a magnetic
field, to mathematical complexity outside the scope of this study [64].

We first consider a jellium with uniform density. The unperturbed energy of the



6862 F Perrot and A Grimaldi

< Xay > x102

-0

-2

-6

M 2
: RN
8L : .
H
i
:
H
-10 |- P -]
:

-12 - -

qi

Figure 4. Density/scalar potential interacting response function, averaged over the angle between
B andq, as a function ofyA (A is the magnetic length) for several values of the magnetic field
(0.1, 0.2, 0.3, 0.5 and 1, in units &). Density: r; = 2.

valence electronsZ* = 3) is:
*

E, = Z; (es(n, w) + eic(n, )) (5.2)

where e,(n, ®) is given by equation (2.26) and whee.(n, ) is the xc energy in the
approximation of Skudlarski and Vignale. Then, a spherical cawjty) with radius R,
equal to the atomic radius, and with chatgg is introduced into the jellium. An aluminium
ion is put at the centre of the cavity. This ion is modelled by the potential [65]:
4y Z*e?
Vps = _T COich) eXp(—(CI/on)z) (52)

where R, is the core radius. The effect of the exponential factor is to cut the large
vectors. The numerical values arB; = 1.367 au andjo = 5 au. The cavity itself creates
a perturbing potential which is, in Fourier space:

4y Z*e?
Veav = 7Tq2 ¢ f(gRs) (5.3)
f(qRa) — 3S|n(qRa) - qRa Coqua) (53:))

(qR.)?
The total external potential is therefor@e, = V,; + Vcav. This potentialVey is short
ranged and induces a charge densityr) which integrates to zero. The perturbation is
weak and hence use of the linear response method is justified. The perturbation of the order
1 and 2 are:

Ei=n f Vext(r) dr (5.4a)
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which can be calculated analytically:

1 1 1
Ey=4nZ"¢ (SR + 5 — — R 5.40
' ne<2“+qg 10”) (5.40)
and:
Ez= %/Vext(Q)inV(Q)Vext(Q) dgq. (5.5)

The change in the ion—ion interaction energy is:

1 2 1 2
E,; == /(n — na(r))ie (n —na(r)) drdd — = /n ¢ nder o
2 |r — 7’| 2 lr — 7|
7% 2
+ f (n—na(r) =5 & (5.69)
r
which is easily calculated:
3 Z*262
E;=—- . 5.60
5 R, (5.60)

Adding all the previous contributions, one obtains the binding energy of the aluminium
atom in the SMEG:

E,=E,+ E{1+ Ey,+ Ej;. (5.7

So far the effect of the magnetic field on the internal structure of thé &in, whose
configuration is 152< 2p°, has been ignored. This effect for values of the field considered
here must now be investigated. The perturbing one-electron Hamiltonian for the core states
is:

193 1 5,

AH = ZIth(/) + gmer cos 6. (5.8)
¢ and o are the common angles of the position vector with respect to the axes. We have
diagonalized this perturbation in the subspace spanned by the one-electron wavefunctions
of the aluminium ground state (1s, 2s, 2p, 3s and 3p). These wavefunctions were calculated
for zero field with a self-consistent atomic structure program solving the Kohn-Sham
equations with an xc potential in the local-density approximation. We have found that
the shift of the core levels 1s, 2s and 2p is reproduced to an excellent accuracy (better than
3 x 10~* Rydberg) by a first-order perturbation calculation, for magnetic fiélds Bo.
Hence, the change in the core wavefunctions is negligible. The energy perturbation due to
the magnetic field can be calculated to first order:

E.o = sma’[5(r?)2s+ 2(r?)2p) (5.9)
in terms of the average square of the radii in shells 2s and 2p. The 1s contribution is
negligible. The contributions linear i@ for the 2pm = 1 and 2pm = —1 states cancel

because the projections of the angular momentum are opposite. The magnetic corrections
for core states being independent of the density, they do not contribute to the pressure.

In table 2, we give the equation of state results for magnetized aluminium. The
compression is:
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Table 2. Equation of state of magnetized aluminium, as a function of the electron density
parameter, from 1.72 to 2.12.E is the binding energy per atom (Rydbergg)the pressure
(Mbars) andy the reduced Fermi ener% — %

B/Bg 1.72 1.77 1.82 1.87 1.92 1.97 2.02 2.07 2.12

0.0 —E 37739 3.8355 3.8812 3.9141 3.9366 3.9507 3.9581 3.9602 3.9581
P 1.880 1.334 0.924 0.616 0.387 0.216 0.09:-0.001 —0.066

0.1 —E 37503 3.8152 3.8681 3.8929 3.9161 3.9330 3.9439 3.9416 3.9395
1.780 1.473 1.115 0.561 0.423 0.279 0.113-0.031 —-0.064
y 5.745 5.351 5.068 4.806 4.472 4.216 4.039 3.856 3.589

0.2 —E 37105 3.7860 3.8442 3.8899 3.9289 — 3.8919 3.9025 3.9048
2.179 1.662 1.222 0.942 0.835 — 0.259 0.117-0.020
y 2.607 2.396 2.235 2.115 2.035 2.000 1.826 1.659 1.521

0.3 —E 3.6742 3.7459 3.7969 3.8315 3.8546 3.8697 3.8804 3.8884 —
2.190 1.524 1.007 0.642 0.403 0.259 0.179 0.123 —
y 1.556 1.411 1.296 1.205 1.135 1.082 1.044 1.018 1.003

0.5 —E 35880 3.6099 3.6449 3.6716 3.6854 3.6871 3.6776 3.6587 3.6329
—0.278 0.855 0.768 0.451 0.164-0.079 -0.272 —-0.406 —0.495
y 0.858 0.722 0.611 0.519 0.443 0.380 0.327 0.282 0.213

1.0 —E 28557 2.8401 28113 2.7688 2.7138 2.6535 2.5830 2.5111 2.4404
P -0.013 -0552 -0.838 -1.075 -1.223 -1.313 -1.340 -1.317 -1.255
y 0.128 0.090 0.076 0.065 0.055 0.047 0.041 0.035 0.031

with ry the equilibrium density parameter for the zero magnetic field, thayis= 2.07.
The energy tabulated is:

E=E,+ Eq

where E is the total energy of the magnetized atom in the jellium minus the energy of the
ion at zero field. The energies are in Rydberg units and the pressures in Mbars. We give
also the quantity:

whose integer part is the index of the Landau band where the Fermi level is located.

For the magnetic field = 0.1By, the Fermi level lies, depending on the density, in the
band of indexN =5, 4 or 3. ForB = 0.2Bg, itisinthe N = 2 or 1 band. FoB = 0.3B,,
it is still in the N = 1 band, and for larger values of the field, it is always in the lowest
band,N = 0.

The variations of pressure with density are shown in figure 5. The discussion in section 4
has shown that the linear response method is not valid when the highest occupied Landau
band is nearly filled or empty. This corresponds to the ranges of densities where there are
no results in the tables (indicated by —) and where the curves break off. To our knowledge,
at the present time there is no theory able to treat properly the equation-of-state problem
for these values of the couple density-magnetic field. The results show a non-monotonous
behaviour of the pressure as a function of volume, particularlyBfee 0.5By. They also
indicate that the pressure can become negative for volumes where it is positive without a
field. This means that the magnetized atom shrinks and its charge density is much more
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P(Mb)
2k

Figure 5. Pressure in metallic aluminium, as a function of the density paramgtfar magnetic
fields between 0 and 1, in units &.

localized. It behaves as the atom without a field for a larger volume. B~ef By for
instance, the equilibrium radius is = 1.72 instead of 2.07 for a zero field.

6. Conclusion

We have studied the properties linked with the linear response of the uniform electron gas
in the presence of a strong magnetic field. In the non-interacting case, we have given
closed-form expressions for the three independent response functionsi (hich gives

the density induced by a scalar potential, i}y which gives the current induced by a
scalar potential, (iii) k4] which gives the current induced by a vector potential. Then it
has been shown that, in the interacting case, the exchange and correlation effects, which
depend also on the paramagnetic current, introduce the response fungtiomad [xs ]

into the effective local-field factor included in thgy, even when the external perturbation

is purely scalar.

The xc effects have been accounted for in the local-density approximation, using the
only known formEL (n, ) of the energy functional for the SMEG. The interacting response
function x,v (q) is singular when the Fermi level coincides with a Landau band edge. The
numerical study of the effective local-field factor shows that this response function can
also have poles in a particular region of the plane density-magnetic field 3.5 and
0.3 > B/By > 0.1). This is probably a non-physical consequence of the approximations
made. But this point deserves further theoretical investigation. Were the existence of such
poles shown to be independent of the approximation used:fgrthen the local-density
approximation would not be valid in such magnetized systems.

Restricting to a region of the density-magnetic field plane outside the domain indicated
above, we have applied the linear response method to the study of the equation of state of
aluminium. The densities treated are in the range where the linear response method with a
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simple model potential is of common use in the absence of a magnetic field (compressions
going from 0.8 to 1.5). The magnetic fields considered reach the vBlue By, or

2.35 x 10° Gauss. The results show the importance of the modifications induced by the
magnetic field, in particular those resulting from electron-charge density localization.
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